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The prediction of long-term dynamics of transitional environments, e.g., lagoon evolution, 
salt-marsh growth or river delta progradation, is an important issue to estimate the 
potential impacts of different scenarios on such vulnerable intertidal morphologies. The 
numerical simulation of the combined accretion and consolidation, i.e., the two main 
processes driving the dynamics of these environments, however, suffers from a significant 
geometric non-linearity, which may result in a pronounced grid distortion using standard 
grid-based discretization methods. The present work describes a novel numerical approach, 
based on the Virtual Element Method (VEM), for the long-term simulation of the vertical 
dynamics of transitional landforms. The VEM is a grid-based variational technique for the 
numerical discretization of Partial Differential Equations (PDEs) allowing for the use of very 
irregular meshes consisting of a free combination of different polyhedral elements. The 
model solves the groundwater flow equation, coupled to a geomechanical module based on 
Terzaghi’s principle, in a large-deformation setting, taking into account both the geometric 
and the material non-linearity. The use of the VEM allows for a great flexibility in the 
element generation and management, avoiding the numerical issues connected with the 
adoption of strongly distorted meshes. The numerical model is developed, implemented 
and tested in real-world examples, showing an interesting potential for addressing complex 
environmental situations.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Lagoons, deltas and estuaries are coastal environments characterized by a significant ecological and socio-economic value. 
Since the geomorphological equilibrium of these landforms is regulated by complex interactions involving the variation of 
the sea level and land elevation, the possible primary production and sediment deposition rate [1], the analysis of their 
stratigraphies often plays a key role for the reconstruction of the sea-level evolution and the distribution of the Holocene 
sediments [2–4]. For these reasons, a number of research projects on transitional environments are under way worldwide, 
e.g. [5–7], with the aim at achieving a more reliable interpretation of the sea-level evolution under future scenarios.

The rise and/or lowering of the surface elevation of these vulnerable structures is controlled by a number of interacting 
factors. Typically, the active sediment deposition and compaction rate are the most important driving mechanisms, along 
with the possible presence of external forcing actors such as the sea level rise (SLR), deep subsidence, sediment availability, 
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Fig. 1. Sketch of the problem domain at some instant t (a) and for the full simulation (b).

tidal and wave regimes, and erosion [1,8]. Despite its importance, the compaction term is often computed with simplified 
approaches, such as empirical relationships [9,10] and 1D or point models [11–13]. A coupled geomechanical approach in 
a 2D framework has been advanced only recently by Zoccarato and Teatini [14], where the groundwater flow equation 
is combined with a vertical compaction model in a large deformation setting. A major difficulty in the model formulation, 
however, stems from the significant geometric and material non-linearities that characterize the freshly deposited sediments, 
which require the definition of a spatial domain that changes in time as the system progressively evolves. From a numerical 
point of view, this means that the computational grid must be modified at every discrete time value, with the starting cells 
undergoing very pronounced distortions in simulations reproducing long-term evolutions, i.e., spanning hundreds or even 
thousands of years.

Solutions by standard Finite Element approaches may suffer from the difficulty of adapting to the pronounced domain 
distortion. Remeshing strategies can be applied, but are usually computationally expensive efforts, especially on considera-
tion of the domain modification in time. To avoid the drawbacks associated to the requirement of a topologically consistent 
grid, several methods have been developed in recent years. For instance, we mention meshless and hybrid techniques, e.g., 
[15–21], which have been also employed in the context of geological problems [22,23]. Another alternative for handling 
generally irregular polyhedral grids is the Virtual Element Method (VEM). The VEM approach is a grid-based variational 
technique for the numerical discretization of Partial Differential Equations (PDEs) allowing for the use of very irregular 
meshes consisting of a free combination of different polyhedral elements. The VEM was first introduced in the context of 
mimetic finite differences [24] and then recast in the framework of classical variational formulations [25,26]. Mainly be-
cause of its flexibility, this discretization strategy has attracted a growing interest, with emerging applications in elasticity, 
geomechanics and flow in fracture networks, e.g., [27–33].

The present work describes the simulation of the long-term dynamics of a transitional environment with the aid of the 
VEM. The governing equations are based on the physically-based approach developed in [14], where the pore pressure evo-
lution within a compacting/accreting vertical cross-section of the landform is coupled to a geomechanical module computing 
the vertical (large) deformation of the porous medium. Soil properties, such as porosity, permeability, and compressibility, 
vary with the effective intergranular stress according to empirical non-linear constitutive relationships. The geometric non-
linearity is accounted for by a Lagrangian approach with an adaptive polyhedral grid, where new elements are added to 
follow the sedimentation and distorted elements are automatically joined to adjacent cells according to the deposit con-
solidation. In particular, the last feature can take great advantage from the VEM flexibility in the element generation and 
management, avoiding the numerical difficulties arising from strongly distorted grids.

The paper is organized as follows. First, the governing equations of the model are recalled. Then, the VEM concepts are 
introduced and applied to obtain the numerical formulation. Computational results are presented to validate the proposed 
approach and show its potential in the management of distorted grids. Finally, a real-world example simulating the long-
term evolution of the Mekong river delta, Vietnam, is discussed, with a few conclusive remarks closing the presentation.

2. Governing PDEs for the prediction of the long-term dynamics of transitional environments

We follow the modeling approach developed in [14]. Let �t ⊂ R2 denote the vertical cross-section of length L in the 
x − z reference system of the landform at some instant t ∈ I =]0, T [, with T the final simulation time. The boundary of �t , 
�t , is subdivided into four portions (Fig. 1):

1. �N,b = {x = (x, z) : x ∈ [0, L], z = 0}, i.e., the bottom boundary, represents the impervious landform basement;
2. �t

N,r = {x = (x, z) : x = L, z > 0}, i.e., the right boundary, is assumed to be a symmetry axis for the landform cross-
section, hence no cross-flow is allowed;
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3. �t
D,l = {x = (x, z) : x = 0, z > 0}, i.e., the left boundary, represents the outer landform limit that is in equilibrium with 

the tidal creek, which means that no overpressure with respect to the hydrostatic distribution is allowed;

4. �t
D,t = �t\ 

(
�N,b ∪ �t

N,r ∪ �t
D,l

)
, i.e., the top boundary, is kept at hydrostatic pressure.

We denote as �t
N = �N,b ∪ �t

N,r and �t
D = �t

D,l ∪ �t
D,t the portions of boundary where Neumann and Dirichlet conditions, 

respectively, are prescribed at every instant t ∈ I , with n the outer normal vector. As usual, �t
D ∪ �t

N = �t and �t
D ∩ �t

N = ∅. 
A bar above a set identifies the union of the set with its boundary, i.e., �t = �t ∪ �t . The pore pressure variation, p, with 
respect to hydrostatic conditions, in � = �t × I , is governed by the fluid mass balance in a deforming and saturated porous 
medium. Following the developments originally advanced in [34,35], the mass balance equation has to take care of: (i) 
large solid grain motion; (ii) Darcy’s law applied to the relative velocity between fluid and solid grains; (iii) incompressible 
solid grains. The landform accretion depends on the amount of sediment deposition rate, ω(x, t), which causes a variation 
in time of the total vertical stress, σ̂z(x, t), relative to the initial total vertical stress. The physical processes leading to a 
vertical compaction are the most significant with respect to other effects [36], hence only a motion along the z-direction is 
allowed. The vertical displacement, u(x, t), is obtained as a function of the variation of the vertical effective stress, σz(x, t), 
which is related to σ̂z(x, t) by Terzaghi’s principle [37]. Hence, the strong form of the initial/boundary value problem may 
be stated as follows.

Given ω : [0, L] × I →R, find p : � →R and u : � →R such that:

ψ ṗ − ∇ ·
(

κ

γ
∇p

)
= ζ ˙̂σz on �t × I (fluid mass balance) (1)

˙̂σz = (1 − φ0) (γs − γ )ω on �t × I (total stress variation) (2)

σz + p = σ̂z on �t × I (Terzaghi’s principle) (3)

u +
z∫

0

ασz

1 − ασz
dz = 0 on �t × I (vertical grain motion) (4)

− κ

γ
∇p · n = 0 on �t

N × I (no-flow boundary conditions) (5)

p = 0 on �t
D × I (homogeneous essential conditions) (6)

p (x,0) = 0 ∀x ∈ �0 (initial conditions) (7)

where ψ is the storage coefficient, κ is the rank-2 hydraulic conductivity tensor, γ the specific weight of water, ζ the soil 
oedometric compressibility; φ0 is the porosity at the initial reference vertical stress σz,0, γs the specific weight of the solid 
grains; α is the classical compressibility as a function of the soil Young’s modulus and Poisson’s ratio, E and ν , respectively; 
∇· and ∇ are the divergence and gradient operator, respectively; the superposed dot, (̇), denotes a derivative with respect 
to time. With respect to the formulation developed in [37], the use of a Lagrangian approach allows us to replace in (1) the 
total Eulerian derivatives on a moving particle with partial derivatives in time.

The governing PDE (1) is strongly non-linear when equipped with appropriate constitutive laws for the material under 
consideration. Having defined the classical compressibility α as (1 − 2ν)(1 + ν)/[(1 − ν)E], the following relationships hold 
for ψ and ζ [14,37]:

ψ = ζ + φβ (storage coefficient) (8)

ζ = σz
dα
dσz

+ α

1 − ασz
(oedometric compressibility) (9)

with β the groundwater compressibility and φ the soil porosity. Moreover, κ , φ, and α vary with σz according to empirical 
relationships which depend on the sediment type [14].

3. The Virtual Element Method

The numerical solution to the initial boundary value problem (1)-(7) is obtained by the VEM. In particular, we apply the 
method of order 1 with respect to the literature. The classical Galerkin weak form of equation (1) with the homogeneous 
boundary conditions (5)-(6) reads as follows.

Find p(t) ∈V(�t) such that ∀ t ∈ [0, T ]:∫
t

κ

γ
∇v · ∇p d�t +

∫
t

ψv ṗ d�t =
∫

t

ζ v ˙̂σz d�t , ∀ v ∈V (
�t) (10)
� � �
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where V(�t) = {v ∈ H1(�t), v = 0 on �t
D} and, as usual, H1 is the Sobolev space of square integrable functions with square 

integrable gradients.

In a more compact way, equation (10) can be written as:

a (v, p) + b (v, p) = l (v) , ∀ v ∈V (
�t) (11)

by defining the bilinear forms

a (v, p) =
∫
�t

κ

γ
∇v · ∇p d�t , b (v, p) =

∫
�t

ψv ṗ d�t, (12)

and the linear functional

l (v) =
∫
�t

ζ v ˙̂σz d�t . (13)

The bilinear forms a(·, ·) and b(·, ·) are continuous and coercive and the linear functional l(·) is continuous, since:

1. �t is a bounded, open, polygonal subset of R2;
2. the tensor κ/γ is bounded, measurable, symmetric and strongly elliptic, that is, there exist two positive constants, k∗

and k∗ , such that for every v ∈ �t the following inequality holds:

k∗‖v‖2 ≤ v · κ

γ
v ≤ k∗‖v‖2, (14)

where ‖v‖ is the usual Euclidean norm of the vector v;
3. the storage coefficient ψ and the oedometric compressibility ζ are functions in L2(�t).

Thus, problem (11) is well-posed and existence and uniqueness of the weak solution follow from the Lax-Milgram theorem 
[38].

Let T t
h be a finite partition of �t into non-overlapping and non-empty polygonal elements E , not necessarily convex. 

Two consecutive edges are also allowed to form a flat angle, that is hanging nodes are geometrically possible in the mesh. 
As usual, h denotes the maximum of the diameters of the elements in T t

h . For each polygon E , we denote by xE
i = (xE

i , zE
i )

and ei , i = 1, . . . , N E , the vertices, listed in an anti-clockwise order, and the edge connecting xE
i and xE

i+1, or xE
1 if i = N E , 

respectively. Then, we can define:

• the element diameter hE :

hE = max
i=1,...,N E

√
(xE

i+1 − xE
i )2 + (zE

i+1 − zE
i )2, (15)

hence h = maxE∈T t
h
(hE );

• the element area |E|:

|E| = 1

2

∣∣∣∣∣∣
N E∑
i=1

(
xE

i zE
i+1 − xE

i+1zE
i

)∣∣∣∣∣∣ ; (16)

• the element centroid xE = (xE , zE )

xE =
∑N E

i=1 xE
i

N E
, zE =

∑N E

i=1 zE
i

N E
. (17)

Let n and nel be the total number of nodes and elements of the partition T t
h . We denote by P1(E) the space of polynomials 

of degree at most 1 in E , with dim(P1) = 3 and P1(E) = span{m1, m2, m3}, being:

m1(x, z) = 1, m2(x, z) = x − xE

hE
, m3(x, z) = z − zE

hE
(18)

the scaled monomial functions. Now, we can define as aE (v, p), bE (v, p), and lE (v) the bilinear forms in (12) and the linear 
functional in (13), respectively, restricted to the cell E , such that:

a (v, p) =
∑
E∈T t

aE (v, p) , b (v, p) =
∑

E∈T t

bE (v, p) , l (v) =
∑
E∈T t

lE (v) , ∀ v, p ∈V. (19)
h h h
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.

The global finite dimensional space Vh ⊂V, associated to the partition T t
h , is defined such that the restriction of every 

virtual element function vh to the mesh element E belongs to Vh|E :

Vh = {
vh ∈ H1(�t) : vh|E ∈Vh|E for every E ∈ T t

h

}
. (20)

We require that P1(E) ⊂Vh|E and the bilinear forms aE (v, p) and bE (v, p) can be computed exactly for any v ∈ P1(E) and 
any p ∈Vh|E . The construction of this space is carried out by three steps:

(i) we select the set of degrees of freedom that uniquely characterizes the local spaces;
(ii) we introduce the elliptic projection operator onto polynomials, which makes the local bilinear forms computable using 

only the selected degrees of freedom;
(iii) we define the virtual element functions making use of this elliptic projector.

As to point (i), we assume that each virtual element function vh restricted to the polygonal cell E is uniquely defined by its 
values at the vertices of E . Then, for point (ii), we introduce the elliptic projection operator ∇

1 : H1(E) ∩ C0(E) → P1(E), 
so that the elliptic projection of a function vh is the linear polynomial that satisfies the variational problem:∫

E

∇ ∇
1 vh · ∇qdx =

∫
E

∇vh · ∇qdx ∀ q ∈P1(E), (21)

with the additional condition that∫
∂ E

∇
1 vhds =

∫
∂ E

vhds. (22)

Finally, in point (iii) we define the conforming virtual element space of order 1 as

Vh|E =
⎧⎨
⎩vh ∈ H1(E) : vh|∂ E ∈ C0(∂ E), vh|e ∈P1(e) ∀e ∈ ∂ E, ∇2 vh ∈P1(E),

∫
E

(vh − ∇
1 vh)qdx = 0 ∀q ∈P1(E)

⎫⎬
⎭

(23)

By equations (21)-(23), note that:

1. the definition of the virtual element space uses the enhancement strategy introduced in [39];
2. the degrees of freedom (vertex values) of each virtual element function are unisolvent in the virtual element space;
3. the polynomial space P1(E) is a subset of Vh|E .

The explicit expression for ∇
1 vh is given by [26,40,41]:

∇
1 vh = (x − xE) · 1

|E|
∫
E

∇vh dx + vh, (24)

where

vh = 1

N E

N E∑
i=1

vh

(
xE

i

)
. (25)

The right-hand side of (24) can be easily obtained by knowing vh on ∂ E . Since 
∫

E ∇vhdx = ∫
∂ E vhn∂ E ds, with n∂ E the outer 

normal to ∂ E , the integral is exactly computed through the trapezoidal rule, which requires only the values of vh at the 
vertices of E , i.e., the selected degrees of freedom.

We introduce also the L2-orthogonal projection 0
1 : H1(E) ∩ C0(E) →P1(E) such that the variational problem:∫

E

0
1(vh)qdx =

∫
E

vhqdx, ∀q ∈P1(E), (26)

holds. By using the enhancement strategy mentioned above, the orthogonal projector 0
1 coincides with the elliptic projector 

∇
1 [39]. It is worth mentioning that this property holds only for the enhanced virtual element spaces containing linear and 

quadratic polynomials, and no longer holds for higher order spaces.
The basis functions ϕi of the space Vh|E satisfy the classical interpolation property:

ϕi(xE) = δi j, i, j = 1, . . . , N E , (27)
j
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with δi j the Kronecker delta, and are not known explicitly in E . In other words, the basis function of the finite approximation 
space Vh associated to the grid node k: (i) takes value 1 on k and 0 on the other nodes, (ii) is piecewise linear along the 
boundary of the polygons sharing k, (iii) has a local support made by the union of the polygons sharing k, and (iv) is not 
known explicitly within those polygons, but is such that the divergence of its gradient is zero. It is easy to observe that the 
basis functions of linear finite elements satisfy these properties, hence they can be considered as a special case of virtual 
elements.

3.1. Local stiffness matrix

The stiffness matrix resulting from the discretization of problem (10) is obtained by assembling the elemental contri-
butions arising from the computation of aE (ϕi, ϕ j), i, j = 1, . . . , N E . To this aim, we exploit the fact that we are able to 
compute aE(∇

1 ϕi, ∇
1 ϕ j) through equation (24), even though ϕi and ϕ j are not known in E . Using Pythagora’s identity 

and assuming that κ/γ is constant over the polygon E , we can decompose aE (ϕi, ϕ j) as:

aE (
ϕi,ϕ j

) = aE
(
∇

1 ϕi,
∇
1 ϕ j

)
+ aE

(
(1 − ∇

1 )ϕi, (1 − ∇
1 )ϕ j

)
, i, j = 1, . . . , N E . (28)

The first contribution to the right-hand side of (28) can be computed exactly and gives rise to the so-called consistency
matrix KV E M

C :

(KV E M
C )i j =

∫
E

κ

γ
∇∇

1 ϕi · ∇∇
1 ϕ j dx, i, j = 1, . . . , N E , (29)

while the second term:

(K∗
S)i j =

∫
E

κ

γ
∇(1 − ∇

1 )ϕi · ∇(1 − ∇
1 )ϕ j dx, i, j = 1, . . . , N E , (30)

cannot be usually handled and is therefore replaced by a stability matrix, KV E M
S , whose role is to guarantee the ellipticity of 

aE . The final VEM stiffness matrix reads:

KV E M = KV E M
C + KV E M

S (31)

Details on the practical computation of KV E M are provided in Appendix A.

3.2. Local mass matrix

The construction of the local mass matrix is performed similarly to the stiffness matrix. First of all, as usual, we assume 
that the dependence on time of the unknown function p(t) in the weak formulation (10) is lumped in the coefficients 
linearly combining the basis functions. Collecting the time derivatives out of the integral in space, we can focus on the 
following auxiliary local bilinear form b̂E associated to bE :

b̂E (v, p) =
∫
E

ψvp dx, v, p ∈V. (32)

Following equation (26), we apply the L2-orthogonal projection 0
1:

b̂E
(
0

1 v, u
)

= b̂E (v, u) , (33)

which requires:∫
E

(
v − 0

1 v
)

u dx = 0, ∀ u ∈P1(E), (34)

i.e., the complement of the projection is orthogonal to any linear polynomial in E . The mass matrix resulting from the 
discretization of problem (10) is obtained by assembling the elemental contributions arising from b̂E (ϕi, ϕ j), i, j = 1, . . . , N E . 
Using Pythagora’s identity as in (28) and assuming ψ constant over the polygon E , we have

b̂E (
ϕi,ϕ j

) = b̂E
(
0

1ϕi,
0
1ϕ j

)
+ b̂E

(
(1 − 0

1)ϕi, (1 − 0
1)ϕ j

)
, i, j = 1, . . . , N E . (35)

We can decompose the mass matrix into the sum of two contributions. The first contribution to the right-hand side of (35)
is the consistency matrix MV E M :
C
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(MV E M
C )i j =

∫
E

ψ0
1ϕi

0
1ϕ j dx, i, j = 1, . . . , N E . (36)

The second contribution:

(M∗
S)i j =

∫
E

ψ(1 − 0
1)ϕi(1 − 0

1)ϕ j dx, i, j = 1, . . . , N E , (37)

cannot be computed exactly and is approximated by a stability matrix MV E M
S . Hence, the final VEM mass matrix reads:

MV E M = MV E M
C + MV E M

S (38)

Details on the practical computation of MV E M are provided in Appendix A.

3.3. Forcing term and boundary conditions

The forcing term can be computed by exploiting again the properties of the projection operator 0
1. In fact:

∫
E

(
ζ ˙̂σz

)
v dx =

∫
E

(
ζ ˙̂σz

)
0

1 v dx, ∀ v ∈Vh|E (39)

where 
(
ζ ˙̂σz

)
is the average value of 

(
ζ ˙̂σz

)
as defined in (25). The left-hand side of equation (39) can be used as an 

approximation, ̂lE(v), of the exact linear form lE(v), which corresponds to the application of the midpoint rule for computing 
numerically the integral over the polygon E . Such an approximation does not introduce any deviation from the optimal 
convergence of the VEM in H1(�t) [25,26].

The local term, (bE )i , to be assembled in the i-th component of the discrete right-hand side of equation (10), is given by 
l̂E(ϕi), i.e.:

(bE)i =
(
ζ ˙̂σz

)∫
E

0
1ϕi dx, i = 1, . . . , N E , (40)

where 0
1ϕi is computed with the aid of equation (26). Details on the practical implementation are given in Appendix A, 

equations (A.7)-(A.8). Application of the midpoint rule to the integral in (40) simply leads to:

(bE)i = ζ(xE) ˙̂σz(xE)
|E|
N E

, i = 1, . . . , N E . (41)

Finally, prescription of the homogeneous Dirichlet conditions (6) is trivially accomplished as in the standard Finite El-
ement method because of the interpolation property (27). The basis functions associated with the boundary vertices are 
removed from the formulation, and, at the implementation level, the conditions of Dirichlet type are strongly imposed. Zero 
Neumann conditions are implicitly satisfied.

3.4. Non-linear solution algorithm

The VEM discretization described in the previous sections leads to the system of non-linear ordinary differential equa-
tions in time:

K(p)p + M(p)
dp

dt
= b(p, t) (42)

where K, M and b are the global stiffness, mass and right-hand side, respectively, and p collects the values of p(t) on the 
nodes of the computational grid. The non-linear system (42) is first integrated in time by a standard ϑ−method, then solved 
at each discrete time-level by a fixed-point iteration:[

ϑ�tK
(

pk
τ

)
+ M

(
pk
τ

)]
pk+1

t+�t =
[

M
(

pk
τ

)
− (1 − ϑ)�tK

(
pk
τ

)]
pt + �t

[
ϑbt+�t

(
pk
τ

)
+ (1 − ϑ)bt

(
pk
τ

)]
(43)

with ϑ ∈ [0.5, 1] a user-specified parameter, �t the time-step size, k the non-linear iteration counter, and τ = ϑ(t + �t) +
(1 − ϑ)t an intermediate instant between t and t + �t .

Usually, the non-linear functions describing the material parameters κ (σz), α(σz), φ(σz), and ζ(σz) are derived from 
available lab or field experiments and do not have an explicit analytical expression. This prevents from the use of a Newton 
approach and makes a rigorous convergence analysis of the scheme (43) not possible in general. Computational experiences 
with real material data provide a relatively fast convergence of the fixed-point iteration (less than 10 iterations) if the 
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time-step size is sufficiently small, i.e., on the order of 1 year for simulations spanning thousands of years. This result, 
however, cannot be generalized.

At the beginning of each time period, the sedimentation thickness, ω(x, t) · �t , is computed to account for the material 
deposited during the current step. The first iteration of the fixed-point scheme (43) is performed, with the computation of 
the current nodal pressure values pk+1

t+�t . The corresponding vertical stress values at the nodal level are computed with the 
aid of equation (3) and used to update the diffusivity tensor κ , porosity φ, compressibility α, and oedometric compressibility 
ζ . Then, the current nodal vertical displacement u is obtained by equation (4) and the grid nodes are moved accordingly. 
At this point, a new iteration of the fixed-point scheme starts. Convergence is achieved when ‖pk+1

t+�t − pk
t+�t‖∞ is smaller 

than some prescribed exit tolerance ε. The current time value is updated, with polygons introduced on top to discretize the 
actual �t and the total stress σ̂z updated through equation (2), until the final time T is achieved or overcome. A sketch of 
the overall solution procedure is provided in Algorithm 1.

Algorithm 1 Algorithm of the non-linear scheme.
1. Set t = 0 and pt = 0
2. Compute σ̂z and σz

3. Update κ(σz), φ(σz), α(σz), ζ(σz)

4. while t < T
5. Set k = 0
6. Set τ = ϑ(t + �t) + (1 − ϑ)t and pk

t+�t = pt

7. Compute ω(x, t) · �t for all nodes lying on �t
D,t

8. Update σ̂z = (1 − φ0)(γs − γ )ω�t
9. while ‖pk

t+�t − pk−1
t+�t‖∞ ≥ ε ∨ k = 0

10. Set pk
τ = ϑpk

t+�t + (1 − ϑ)pt

11. Compute H = ϑ�tK(pk
τ ) + M(pk

τ )

12. Compute P = M(pk
τ ) − (1 − ϑ)�tK(pk

τ )

13. Compute f = �t[ϑbt+�t (pk
τ ) + (1 − ϑ)bt (pk

τ )]
14. Solve Hpk+1

t+�t = Ppt + f
15. Update σz for all nodes in �t

16. Update κ(σz), φ(σz), α(σz), ζ(σz)

17. Compute u(x, t) for all nodes in �t and update the grid
18. Update k ← k + 1
19. End while
20. Update t ← t + �t and pt

21. Add new polygons on top of the grid
22. End while

4. Numerical results

Numerical experiments are carried out to validate the VEM implementation and test its potentials in challenging appli-
cations. First, the numerical accuracy of the VEM solution is compared to that of the linear Finite Element Method (FEM) for 
different grid shapes and sizes. Then, the potential advantages of the flexible VEM discretization in alleviating the problems 
related to the grid distortion are investigated. Finally, the proposed approach is used in a real-world application, simulating 
the formation and progradation of the Vietnamese Mekong delta [42]. In particular, a mesh coarsening strategy is introduced 
in order to join automatically adjacent deformed elements, thus reducing the overall grid size and keep under control the 
computational complexity increase in long-term real-world applications. In all numerical simulations, we set ϑ = 1.

4.1. Validation and accuracy

For validation and numerical accuracy purposes, the proposed VEM model is first tested in the prediction of the long-
term vertical dynamics of coastal environments, such as salt-marshes. We use as benchmark results those obtained in the 
same application by the linear FEM developed and validated by Zoccarato and Teatini [14].

We assume the marsh accretion in time to be due to the deposition of organic sediments with hydromechanical relation-
ships obtained from data available in the literature. Here, oedometric tests performed on highly organic samples collected 
from low marsh and mudflat at the Cowpen Marsh (Tees Estuary, UK) are used to characterize the geomechanical properties 
α, ζ and φ of the marshland deposits [12,14]. The principal components of the hydraulic conductivity tensor κx and κz
along the horizontal and vertical direction, respectively, are preliminarily assumed to be independent of σz and constant 
within each cross-section �t . Typical conductivity values for this type of soil are κz = 10−7 m/s and κx = 10κz [12]. A uni-
form in space and constant in time sedimentation rate ω = 2 mm/yr is applied as a loading condition on the salt-marsh top 
boundary �t

D,t . As a result of the homogeneity of the sediments and the uniformity of the deposition rate, for any t ∈ [0, T ]
the domain �t has a rectangular shape with basis length L = 10.0 m. A constant time-step size �t = 0.5 year is prescribed, 
for a total simulation time T = 500 years.

To evaluate the numerical accuracy of the VEM model, a reference solution, p∗(x, t), is considered for t1 = 100 years, 
t2 = 200 years, and t3 = 300 years. Such a solution is obtained by regularly refining the triangulations used in the domains 
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Fig. 2. Accuracy test case: zoom on the VEM computational grid generated by a random combination of triangles and quadrangles (a) and by the Polymesher 
utility (b).

Table 1
Accuracy test case: relative error εh(t) with respect to the reference solution for 
the FEM and VEM approaches at different h and t .

h [m] t1 t2 t3

Linear FEM 0.1 6.48 · 10−3 6.06 · 10−3 5.97 · 10−3

0.05 2.72 · 10−3 2.67 · 10−3 2.64 · 10−3

0.025 9.25 · 10−4 9.19 · 10−4 9.07 · 10−4

Lowest-order VEM(1) 0.1 6.24 · 10−3 4.93 · 10−3 5.01 · 10−3

0.05 2.47 · 10−3 2.35 · 10−3 2.39 · 10−3

0.025 8.41 · 10−4 8.40 · 10−4 8.49 · 10−4

Lowest-order VEM(2) 0.1 1.24 · 10−2 5.16 · 10−3 4.88 · 10−3

0.05 3.20 · 10−3 2.37 · 10−3 2.38 · 10−3

0.025 8.91 · 10−4 8.32 · 10−4 8.43 · 10−4

(1) Random combination of triangles and quadrangles (Fig. 2a).
(2) Polygonal grid built by the Polymesher utility (Fig. 2b).

�t1 , �t2 , and �t3 for solving the model (1)-(7) by linear FEM. The reference solution p∗(x, t) is defined as the one obtained 
on the finest grid, such that the theoretical error convergence of linear FEM with h2 is noticed for the h values reported in 
Table 1, being h as usual the characteristic size of each triangulation. In particular, the value of h is assumed as the regular 
distance between two consecutive nodes along the x direction. The relative error of the numerical solution ph(x, t) with 
respect to the reference solution p∗(x, t):

εh(t) = ‖ph(x, t) − p∗(x, t)‖0

‖p∗(x, t)‖0
(44)

is computed for both the FEM and VEM approach with different values of h. The results at t1, t2 and t3 for the grid 
resolution h = 0.1, 0.05, 0.025, are provided in Table 1. While the FEM grids are structured triangles with a constant spacing 
h between the nodes along the x direction, the computational grids used for the VEM approach are: (i) a combination of 
triangles and quadrangles with a constant spacing h between the nodes (Fig. 2a); (ii) a general polygonal partition built with 
the Polymesher utility [43] and a combination of triangles and quadrangles with an average horizontal spacing between the 
nodes equal to h (Fig. 2b). Inspection of Table 1 shows that the proposed VEM approach exhibits a numerical accuracy that 
is comparable to standard linear FEM, or even slightly better in most cases, though allowing a greater flexibility in the mesh 
construction.

Using the general set-up of the previous test problem, we assume now heterogeneous properties for the marsh sedi-
ments. The heterogeneity of the material properties generally leads to a high variability of the deformation pattern within 
the model domain, as already verified in [14], even though a uniform in space and constant in time sedimentation rate is 
assumed. The VEM simulation of the landform accretion is obtained by randomly assigning to the newly added elements 
on the top of the domain the properties of two materials, which describe typical organic and inorganic deposits. A virgin 
compression model, e = e0 − Cc log10(σz), is used to characterize the behavior of the void ratio, e, with the vertical effec-
tive stress, σz , for both materials, where Cc is the compression index and e0 the void ratio at the depositional surface. 
Values of Cc and e0 equal to 0.3 and 1.3 are used for Material 1, while Material 2 is softer with Cc = 0.6 and e0 = 2.3. 
The random distribution of sediment properties during the marsh accretion is shown as an example for three time values, 
t1 = 100, t2 = 300 and t3 = 500 years, in Fig. 3. The problem domain �t grows in size as the simulation proceeds, with the 
introduction of new triangular and quadrangular elements. The computational grid of the initial domain �0 consists of a 
combination of general polygons built by the Polymesher utility [43].

The VEM solution, i.e., pressure and vertical displacements, is shown in Fig. 4. A typical drawback observed with the 
standard FEM in this heterogeneous setting is that local severe distortion in the element shape may occur, possibly affecting 
the solution accuracy [14]. The flexibility in the mesh generation guaranteed by the VEM approach, however, can reduce 
this difficulty. For instance, the grid can be expanded as the simulation proceeds by adding polygons that follow the patch 
of the heterogeneity and are joined to existing adjacent elements with the same material properties. Table 2 compares 
the maximum and average distortion of the grid elements as the simulation proceeds obtained with linear FEM and the 
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Fig. 3. Heterogeneous test case: computational grids and material distribution at t1 = 100, t2 = 300 and t3 = 500 years.

Fig. 4. Heterogeneous test case: pressure ph(x, t) [m] (left) and vertical displacement u(x, t) [m] (right) at t1 = 100, t2 = 300 and t3 = 500 years. (For 
interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

proposed VEM models. The distortion δt
k of the element �t

k at time t is measured as the ratio between its largest and 
smallest side, �t

k,max and �t
k,min, respectively:

δt
k = �t

k,max

�t , ∀ �t
k ∈ �t . (45)
k,min
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Table 2
Heterogeneous test case: maximum and average ratio between the elemental distortion δt

k and the initial value 
δ0

k for the FEM and VEM approaches at different simulation times t .

Linear FEM VEM

t0 = 0 t1 = 100 t2 = 300 t3 = 500 t0 = 0 t1 = 100 t2 = 300 t3 = 500

maxk(δ
t
k/δ

0
k ) 1.000 1.145 1.613 2.285 1.000 1.038 1.052 1.059

avgk(δ
t
k/δ

0
k ) 1.000 1.011 1.031 1.076 1.000 1.017 1.036 1.050

Fig. 5. The Mekong river delta area.

Table 2 provides the maximum and average ratio between δt
k and the initial value δ0

k for t1 = 100, t2 = 300, and t3 = 500
years. Though the average distortion evolves mildly and in a similar way for both approaches, with linear FEM strong local 
element deformations are possible. In the worst case, a triangular element can be distorted more than twice as much its 
initial condition. By distinction, the polygons characterizing the VEM grid generally preserve their shape, because they can 
better follow the physical distribution of the heterogeneous material parameters.

4.2. Real-world application: the Mekong river delta test case

A challenging real-world application is finally discussed using the proposed VEM approach. The formation and evolution 
of the Vietnamese Mekong delta (Fig. 5) over the past 4,000 years has been recently investigated in [44] using the modeling
approach proposed in [14], thus representing a significant benchmark for our methodology. The main objective of the nu-
merical study was to simulate the deposition of mainly unconsolidated sediments during the second half of the Holocene, 
followed by high compaction rates, up to about 20 mm/yr, due to natural consolidation. This process has a very significant 
impact from both a social and environmental viewpoint, as it can seriously threaten the delta plain with permanent inun-
dation and increase the vulnerability of the coastal area exposed to global sea level rise, flooding, salinization and human 
activities [45–48].

Over the past 4,000 yrs, the delta moved about 200 km in seaward direction (Fig. 5). Accumulation of fine-grained ma-
terial from the Mekong river mouths resulted in a shoreline migration at an average progradation rate of 50 m/yr [49] and 
generated the Ca Mau peninsula. These sediments, mainly consisting of clay and organic clay, accumulated to a total thick-
ness varying between 18 and 25 m on top of the older Pleistocene deposits. Our VEM model assesses the spatio-temporal 
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Fig. 6. Sedimentation rate in space and time used in the Mekong river delta case along the A-A’ section (Fig. 5).

Fig. 7. Mekong river delta test case: evolution of the sedimentary formation according to the available data.

compaction and deformation of such sediments following the delta progradation, according to the set-up defined in [44]. 
The initial domain �0 is a rectangle 0.2 m-high and 200 km-large discretized by 1,000 nodes and 998 triangular elements. 
Then, new elements are added on top of �0 with a progressive deformation according to the evolving consolidation process 
and the load of the overlying sediment increase. The sedimentation rate ω(x, t) varies according to the behavior provided in 
Fig. 6, as obtained by the interpretation of lithological investigations and sedimentation measurements. The delta formation 
was simulated with ω(x, t) varying linearly from 0 to 70 mm/yr with shoreline proximity over a distance of 50 km in 1,000 
yrs. After 1,000 yrs, i.e., at 3,000 yrs before present (BP), the delta was completely formed. At this stage, a dynamic balance 
of sediment accumulation and compaction allows the delta plain to sustain its elevation. The values of ω(x, t) progressively 
decrease moving inland from the shoreline because of the compaction rate reduction due to the reduced overpressure, 
hence less sediment is needed to fill the accommodation. On the upper delta plain, a constant sedimentation rate of 6 
mm/yr suffices to counterbalance sediment compaction. According to the available information, Fig. 7 shows the expected 
model evolution at 3,000, 2,000, 1,000 yrs BP and present.

Experimental data on lithological boreholes and geotechnical profiles in Ca Mau revealed the presence of two main 
sediment types, i.e., very soft organic clays overlying soft mineral clays [50]. The organic material is characterized by e0 =
2.5 and Cc = 1.05, while values of e0 = 1.89 and Cc = 0.57 are used for the mineral clays. More details on the material 
properties are provided in [44]. The simulation spans 4,000 yrs with a time step �t = 1 year.

The modeling approach followed in [44] has a computational grid that increases at every time step, growing up to 
the final size of 103,799 nodes and 206,372 triangles. Moreover, it may suffer from the numerical issues linked to a high 
distortion of the triangular elements, resulting from the large deformations occurring over a long simulation time period. 
Such drawbacks are addressed by the VEM approach by defining a mesh coarsening strategy that merges adjacent elements 
characterized by a distortion larger than some user-specified threshold. This procedure allows to keep under control both 
the increase of the model size and the element distortion, and exploits the VEM flexibility in the domain partitioning.

The coarsening procedure operates as follows. At the simulation beginning, the maximum elemental area, Amax, is com-
puted. Then, at every time step, we mark the elements lying in the interior of the domain whose area, AE , is such that

AE < Amax · ε, (46)

being ε a user-specified tolerance (set to 0.8 in our simulation). We mark only interior elements for the sake of simplicity. 
Each element is conventionally defined by the list of its vertices, i.e., the nodes, set in a counter-clockwise order. Therefore, 
the elemental edges e can be naturally defined in the same order by considering pairs of consecutive node indices. For each 
marked element E∗ satisfying condition (46), the following procedure is applied:

1. define the set N E∗
of neighboring elements, i.e., those with at least a node in common with the ones of E∗ . The ele-

ments in N E∗
that had been already used in the coarsening procedure and those exceeding a user-specified maximum 

number of nodes N E
max define the subset N E∗

excl ⊆N E∗
of the elements that will be excluded from the coarsening process. 

The remaining elements, lying in N E∗
incl ≡N E∗\N E∗

excl , will collapse with E∗ into a new element;

2. if the neighbor E ∈N E∗
incl , we remove the common edges with E∗ and keep the remaining ones with their orientation. 

Because of the way the edges are numbered, the edge (i, j) of E is in common with E∗ if and only if ( j, i) belongs to 
E∗;

3. if the neighbor E ∈N E∗
, we just keep the common edges with E∗ according to the E∗ orientation;
excl
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Fig. 8. Mekong river delta test case: simulated evolution of the sedimentary formation at 2,800 yrs according to the VEM model.

Fig. 9. Mekong river delta test case: pore pressure solution at different time values.

Table 3
Mekong river delta test case: evolution of the number of nodes and elements 
during the long-term simulation. The rightmost column shows the ratio be-
tween the number of nodes with VEM and FEM.

Time [yrs] VEM FEM Ratio

# elements # nodes # elements # nodes

0 998 1,000 998 1,000 1.00
1,000 6,141 4,076 15,430 7,793 0.52
1,100 7,440 4,535 19,958 10,080 0.45
1,200 8,801 4,950 24,726 12,488 0.40
1,300 10,211 5,385 29,738 15,019 0.36
1,400 11,722 5,827 34,927 17,640 0.33
1,500 13,231 6,268 40,304 20,355 0.31
1,800 17,998 7,547 57,309 28,944 0.26
2,000 21,293 8,369 69,298 34,999 0.24
2,400 28,174 10,028 84,785 42,821 0.23
2,800 35,228 11,616 120,478 60,847 0.19

4. the edges inherited by E∗ are ordered such that the second vertex is the first one of the next edge, eliminating the 
duplicates;

5. if a node is the first (or the second) vertex in more than one edge, then the coarse element has holes and E∗ cannot 
be correctly joined with the neighbors. In this case, the original grid is restored.

Internal nodes, i.e., element vertices not included in the list of the edges, are removed. Finally, after the coarsening proce-
dure is completed, we reorder the elements and the nodes of the mesh. A numerical example showing in detail how the 
coarsening strategy works is described in Appendix B.

The evolution of the computational domain to simulate the Mekong delta progradation is shown in Fig. 8, while the 
pore pressure solution is provided at a few representative times in Fig. 9. The modeling outcome is in good agreement 
with the one presented in [44] and is consistent with the geological information available in the area (Fig. 7). Over the 
past 4,000 years, the lower delta plain elevation remained approximately constant with respect to the sea level, as a result 
of the dynamic balance of sediment accumulation and compaction. The sediment compaction, due to delayed overpressure 
dissipation, created room for new deposits, which sustained the elevation and the total thickness of the sedimentary layer. 
The maximum value of the overpressure is obtained at the bottom of the sedimentary column at the shoreline, where 
sedimentation rate has its largest value. Then, overpressure is smaller seaward, because of the smaller sediment thickness, 
and inward, where it has already partially dissipated.
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Fig. 10. Mekong river delta test case: example of coarsened grid.

Fig. 11. Mekong river delta test case: comparison between the VEM and FEM solution. Shoreline progression (above) and sedimentary column evolution 
(below) vs time.

Notice that the computational grid is strongly anisotropic and the elements can be deformed very severely during the 
simulation of the delta progradation. However, with the coarsening strategy described above the number of elements and 
nodes of the overall grid, though increasing because of the domain evolution, remains under control. An example of the 
effect of the coarsening strategy on the computational grid is shown in Fig. 10. Table 3 shows a comparison between the 
model size required for solving the same problem by VEM and FEM. The computational gain provided by the VEM increases 
as the simulation proceeds, with the overall problem size reduced to less than 20% of the FEM size. Such a reduction 
does not impact in a significant way on the solution accuracy, as it can be appreciated in Fig. 11 that shows the shoreline 
progression in time predicted by the two models. The outcome is practically indistinguishable, with a slight difference in 
the evolution of the total size of the sedimentary column. Such a difference is due to the update of κ , α, φ, and ζ (line 16 
of Algorithm 1), which is carried out by approximating these quantities with piecewise constant functions at the elemental 
level.
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5. Conclusions

A novel numerical model for the long-term dynamics prediction of transitional environments, such as lagoons, salt-
marshes or river deltas, is developed in this work with the aid of the Virtual Element Method. The VEM use appears to 
be particularly promising in this kind of simulations, because the combined effect of sediment accretion and consolidation, 
i.e., the two main processes driving the dynamics of such environments, typically gives rise to a significant geometric non-
linearity, which may result in a pronounced grid distortion using standard grid-based discretization methods. By distinction, 
using the VEM approach allows for the stable use of very irregular meshes consisting of a free combination of different 
polygonal elements, thus ensuring a great flexibility in the element generation and management.

The long-term dynamics of transitional landforms is simulated by coupling a 2D non-linear groundwater flow equation 
with a 1D geomechanical module in a Lagrangian framework with large deformations. The numerical model is based on 
the framework developed in [14] with the introduction of the VEM discretization. New elements are added to adjust the 
evolution of the computational domain and a practical coarsening algorithm is advanced to automatically join adjacent cells 
undergoing an excessive distortion, thus allowing to keep under control the overall model size. Accuracy and robustness of 
the proposed approach is tested both in academic examples of salt-marsh accretion and in the long-term evolution of the 
Mekong river delta, Vietnam.

The following results are worth summarizing.

• The VEM approach is a recent grid-based variational technique, which to our knowledge has been used here in one 
of the first real-world model applications. Real-world problems typically involve a number of issues, such as geometric 
and material non-linearities, which can provide useful pieces of information on the actual method applicability. In this 
sense, VEM has proved a robust, accurate and viable alternative to standard FEM in the simulation of the long-term 
coupled dynamics of transitional environments.

• The flexibility in the choice of different polygonal elements to discretize evolving computational domains can reduce 
the element distortion possibly arising by using standard FEM. Especially in long-term simulations spanning thousands 
of years, this helps alleviate such an occurrence, which is typically induced in this application by the presence of 
heterogeneous media.

• A coarsening strategy has been introduced to automatically merge elements suffering from an excessive distortion. 
This solution is allowed by the flexibility of VEM in the domain partitioning and can help reduce the overall size of 
real-world models without any significant loss of accuracy.
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Appendix A. Virtual element vectors and matrices

The construction of the local consistency and stability matrices is based on the matrix representation of the projection 
operator ∇

1 . The full description can be found for instance in [26]. In the sequel we provide few details only on some 
practical aspects.

The local stiffness consistency matrix is equal to

KV E M
C = (�∇∗ )T G̃�∇∗ (A.1)

where G̃ entries read:(
G̃
)

i j
=

∫
E

κ

γ
∇mi · ∇m j dx, i, j = 1,2,3 (A.2)

and �∇∗ is defined as:

�∇∗ = G−1B (A.3)

with G and B matrices of size 3 × 3 and 3 × N E . The matrix G̃ of equation (A.2) is obtained with the assumption that κ is 
diagonal in the reference frame (x, z) and is approximated by a constant at the elemental level. As far as G is concerned, two 
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possible ways are available to build it and it is useful to use both of them in order to check the implementation correctness. 
Here we provide only the simplest strategy:

G = BD (A.4)

with

D =

⎛
⎜⎜⎜⎝

m1(xE
1 ) m2(xE

1 ) m3(xE
1 )

m1(xE
2 ) m2(xE

2 ) m3(xE
2 )

...
...

...

m1(xE
N E ) m2(xE

N E ) m3(xE
N E )

⎞
⎟⎟⎟⎠ (A.5)

and

B =
⎛
⎝ ϕ1 · · · ϕN E∫

E ∇m2 · ∇ϕ1 dx · · · ∫
E ∇m2 · ∇ϕN E dx∫

E ∇m3 · ∇ϕ1 dx · · · ∫
E ∇m3 · ∇ϕN E dx

⎞
⎠ (A.6)

where mi , i = 1, 2, 3, are the basis functions of P1(E) (equation (18)) and ϕi , i = 1, . . . , N E , are the basis functions of Vh|E
(equations (23) and (27)). The explicit computation of B is performed by recalling that ϕi = 1/N E and that:∫

E

∇ϕi dx =
∮
∂ E

ϕi · m ds

= 1

2
(|ei−1|mi−1 + |ei |mi) (A.7)

where |ei| is the length of element edge ei and mi is the outer normal to ei . If di denotes the vector joining the vertices 
xi−1 and xi+1, d⊥

i = [d⊥
i,1, d

⊥
i,2]T is a clockwise rotation by 90o of d. Then, from (A.7), we have:

∫
E

∇ϕi dx = 1

2
d⊥

i (A.8)

and

B = 1

2hE N E

⎛
⎜⎝

2hE 2hE · · · 2hE

d⊥
1,1N E d⊥

2,1N E · · · d⊥
N E ,1

N E

d⊥
1,2N E d⊥

2,2N E · · · d⊥
N E ,2

N E

⎞
⎟⎠ (A.9)

The local stiffness stability matrix KV E M
S is arbitrary. A simple way to compute it is:

KV E M
S = ξ(I − �∇)T (I − �∇) (A.10)

where I is the identity of order N E , �∇ = D�∇∗ , and ξ is a user-specified positive constant. For instance, in [51,52] ξ is a 
lumped approximation of the diffusion tensor κ/γ components:

ξ = Trace (κ)
|E|
γ h2

E

(A.11)

Similar expressions are obtained for the mass matrix. The local mass consistency matrix can be written as:

MV E M
C = (�0∗)T H̃�0∗ (A.12)

where H̃ is matrix with entries:(
H̃

)
i j

=
∫
E

ψmim j dx, i, j = 1,2,3 (A.13)

and �0∗ reads:

�0∗ = H−1C (A.14)

with H a 3 × 3 matrix whose entries are given by
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Fig. B.12. Example of mesh and the related coarsening procedure.

(H)i j =
∫
E

mim j dx, i, j = 1,2,3. (A.15)

With VEM, we have C = HG−1B, G and B being the matrices (A.4) and (A.9) already constructed for the stiffness part. Hence, 
�0∗ = �∇∗ as expected. The stability mass matrix can be approximated as:

MV E M
S = ψ

|E|
h2

E

(I − �0)T (I − �0) (A.16)

where ψ is a lumped coefficient taking into account of ψ at the elemental level and �0 = �∇ .

Appendix B. Coarsening strategy

Consider the elements of Fig. B.12 and assume that element E∗ = 1 is marked for coarsening. The set of neighboring
elements N1 is defined by the elements labeled from number 2 to number 8. Let us suppose that N1

excl = {2, 4, 7} and 
N1

incl = {3, 5, 6, 8}. The edges of E∗ = 1 are the rows of the matrix:

E1 =

⎛
⎜⎜⎝

1 2
2 3
3 4
4 1

⎞
⎟⎟⎠ (B.1)

The union of the edges of the elements in N1
incl , excluding those in common with E∗ , gives:

E1
coarse =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

7 1
1 6
6 7
9 2
1 7
7 8
8 9
2 9
9 10

10 2
11 16
16 12
12 3
2 10

10 11

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B.2)
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Then, we add the edges of the elements in N1
excl in common with E∗ , i.e., (3 4) and (4 1), and delete the common edges, 

that is those rows i and j of E1
coarse such that E1

coarse(i, 1) = E1
coarse( j, 2) and E1

coarse(i, 2) = E1
coarse( j, 1):

E1
coarse =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 6
6 7
7 8
8 9
9 10

11 16
16 12
12 3
10 11
3 4
4 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B.3)

Finally, we reorder the matrix in such a way E1
coarse( j, i) = E1

coarse( j − 1, 2):

E1
coarse =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 6
6 7
7 8
8 9
9 10

10 11
11 16
16 12
12 3
3 4
4 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B.4)

The first column of E1
coarse is the list of nodes of the coarsened element in counter-clockwise order. The node 2 and the 

elements labeled 1, 3, 5, 6, 8 will be removed since they merged into the new one.
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